
JOURNAL OF THE
CHUNGCHEONG MATHEMATICAL SOCIETY
Volume 30, No. 1, February 2017
http://dx.doi.org/10.14403/jcms.2017.30.1.21

THE MATRIX GEOMETRIC MEANS UNDER PARTIAL

TRACE

Sejong Kim*

Abstract. We review a partial trace alternatively defined by the
composition of positive linear maps, and see how the partial trace
acts on the matrix geometric means. We also study the quantum
Tsallis relative entropy under partial trace related with the fidelity.

1. Introduction

A density operator, or density matrix interchangeably, is introduced
as a means of describing ensembles of quantum states. The deepest ap-
plication of the density operator is as a descriptive tool for subsystems
of a composite quantum system. Such description is provided by the
reduced density operator, called the partial trace. It is the unique oper-
ation which gives rise to the correct description of observable quantities
for subsystems of a composite system (see Section 2.4.3 and Box 2.6 in
[6] for more details including quantum teleportation).

Let H and K be Hilbert spaces of physical systems, whose state is
described by a density operator ρHK. The reduced density operator for
system H is defined by

(1.1) ρH := trK ρ
HK,

where trK is a map of operators known as the partial trace over system
K. The partial trace is defined by

(1.2) trK(|a1〉〈a2| ⊗ |b1〉〈b2|) := |a1〉〈a2| tr(|b1〉〈b2|),
where |a1〉 and |a2〉 are any two vectors in the state space of H, and
|b1〉 and |b2〉 are any two vectors in the state space of K. Note that
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tr(|b1〉〈b2|) = 〈b1|b2〉, which is an inner product of two vectors |b1〉 and
|b2〉. Furthermore, the partial trace trH can be defined in an analogous
way, and both maps of partial traces are linear in its input.

In the quantum information theory, quantum relative entropy is a
measure of distinguishability between two quantum states, while fidelity
is a measure of the closeness between two quantum states. Note that
they are both not a metric for quantum states, or density operators.
In [4] the author has studied the operator versions of quantum Tsallis
relative entropy that involve the weighted matrix geometric means, and
established the relationships with the fidelity. In this article we review
the partial trace as a composition of three special positive linear maps
and see the effect of partial trace on the weighted matrix geometric
means in Section 3. We further investigate the quantum Tsallis relative
entropy of reduced density matrices under partial trace and connect to
the fidelity in Section 4.

Let Mn be the space of all n × n matrices with complex entries,
H ⊂ Mn the space of Hermitian matrices, and P ⊂ H the open convex
cone of positive definite Hermitian matrices. For any X,Y ∈ H, we
write X ≤ Y if Y − X is positive semidefinite, and X < Y if Y − X
is positive definite. We simply write as X ≥ O (X > O) a positive
semidefinite (positive definite, respectively) Hermitian matrix X. We
denote X† as the complex conjugate transpose of X.

2. Geometric means

The Riemannian trace metric on P is determined locally at the point
A by the differential

ds = ‖A−1/2dAA−1/2‖F ,

where ‖ · ‖F means the Frobenius or Hilbert-Schmidt norm on H. This
relation is a mnemonic for computing the length of a differentiable path
γ : [a, b]→ P

L(γ) =

∫ b

a
‖γ−1/2(t)γ′(t)γ−1/2(t)‖Fdt.

Based on the above notion of length, we define the Riemannian trace
metric δ between two points A and B in P as the infimum of lengths of
curves connecting them. Furthermore, it has been shown in [2] that

δ(A,B) = ‖ log(A−1/2BA−1/2)‖F = ‖ log(A−1B)‖F .



The matrix geometric means under partial trace 23

The unique Riemannian geodesic connecting from A to B is given by

(2.1) t ∈ [0, 1] 7→ A#tB := A1/2(A−1/2BA−1/2)tA1/2,

called the weighted geometric mean, and its geodesic midpoint A#B :=
A#1/2B is known as the unique positive definite solution of the Riccati

equation XA−1X = B.

We list the well-known properties for the weighted geometric means
[2, 5].

Lemma 2.1. Let A,B,C,D ∈ P and let t ∈ [0, 1]. Then the following
are satisfied.

(1) A#tB = A1−tBt if A and B commute.
(2) (aA)#t(bB) = a1−tbt(A#tB) for any a, b > 0.
(3) A#tB ≤ C#tD whenever A ≤ C and B ≤ D.
(4) P (A#tB)P † = (PAP †)#t(PBP

†) for any nonsingular matrix P .
(5) A#tB = B#1−tA.
(6) (A#tB)−1 = A−1#tB

−1.
(7) (A#sB)#t(A#uB) = A#(1−t)s+tuB for any s, u ∈ [0, 1].
(8) [(1− λ)A+ λB]#t[(1− λ)C + λD] ≥ (1− λ)(A#tC) + λ(B#tD)

for any λ ∈ [0, 1].
(9) det(A#tB) = det(A)1−t det(B)t.

(10) [(1− t)A−1 + tB−1]−1 ≤ A#tB ≤ (1− t)A+ tB.

We have an extended version of joint concavity (Lemma 2.1 (7)) by
induction as following.

Lemma 2.2. Let ω = (w1, . . . , wn) be a probability vector: wj ≥ 0

for all j and
n∑
j=1

wj = 1. For any t ∈ [0, 1]

(2.2)
n∑
j=1

wjAj#tBj ≤

 n∑
j=1

wjAj

#t

 n∑
j=1

wjBj

 ,

where Aj , Bj > O for all j.

Remark 2.3. For positive semidefinite Hermitian matrices A and B,
one can define the weighted geometric mean such as

A#tB := lim
ε→0

(A+ εI)#t(B + εI).
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3. Partial trace

The partial trace, which has applications in quantum information
theory, is a generalization of the trace. Whereas the trace is a scalar-
valued function on operators, the partial trace is an operator-valued
function. It is defined as follows (see [2, Section 4.3]).

Let H and K be Hilbert spaces with dim(H) = n and dim(K) =
m. Let A be a linear operator on the tensor product H ⊗ K. For an
orthonormal basis {e1, . . . , em} in K the partial trace trKA, or denoted
by AH, is an operator on H defined by the relation

(3.1) 〈x, (trKA)y〉 =
m∑
j=1

〈x⊗ ej , A(y ⊗ ej)〉

for all x, y ∈ H. The partial trace trHA, denoted by AK, can be defined
in an analogous way. The following are obviously satisfied.

(i) If A ≥ O(A > O), then so are the partial traces.
(ii) The partial trace maps are trace-preserving.

The following appeared in [2, Proposition 4.3.10] gives us another
way of looking at the partial trace that is more transparent and makes
several calculations easier.

Proposition 3.1. Let {f1, . . . , fn} and {e1, . . . , em} be orthonormal
bases for H and K, respectively. Let A be a linear operator on H ⊗ K
such that its matrix in the basis {fi ⊗ ej} is the n× n partitioned form
of

A = [Aij ],

where Aij , 1 ≤ i, j ≤ n are m × m matrices. Then trKA is the n × n
matrix defined as

trKA = [trAij ].

The map trK is the composition of three special maps described below
(see Exercise 4.3.11, [2]). Let A = [Aij ] be as in Proposition 3.1.

(1) Let w = e2πi/m and let U =diag(1, w, . . . , wm−1). Let S = U ⊕
U ⊕ · · · ⊕ U be the n× n block diagonal matrix. Let

(3.2) Φ1(A) =
1

m

m−1∑
j=0

(S†)jASj .

Then
Φ1(A) = [diag(Aij)],

where diag(X) is the diagonal part of a square matrix X.
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(2) Let V be the m×m permutation matrix defined as

V =


0 0 0 · · · 1
1 0 0 · · · 0
0 1 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 0

 .

Let P = V ⊕ V ⊕ · · · ⊕ V be the n× n block diagonal matrix. Let

(3.3) Φ2(A) =
1

m

m−1∑
j=0

(P †)jAP j .

Then

Φ2Φ1(A) =

[(
1

m
trAij

)
Im

]
,

where Im is the m×m identity matrix. Thus, the effect of Φ2 on
the block matrix Φ1(A) is to replace each of the diagonal matrices
of Aij by the scalar matrix with the same trace as Aij .

(3) Let

(3.4) Φ3(A) = m
[
A

(1,1)
ij

]
,

where A
(1,1)
ij be the (1,1) entry of Aij . Note that the matrix

[
A

(1,1)
ij

]
is a principal n× n submatrix of A. We have then

(3.5) Φ3Φ2Φ1(A) = trKA.

A linear map Φ : Mn →Mm is called positive if Φ(A) ≥ O whenever
A ≥ O. It is easy to see that every positive linear map is monotone.
Indeed, if A ≤ B for any A,B ∈ H then B −A ≥ O and

O ≤ Φ(B −A) = Φ(B)− Φ(A).

The linear map Φ is called strictly positive if Φ(A) > O whenever A > O,
and called unital if Φ(In) = Im. It is easy to see that the positive linear
map Φ is strictly positive if Φ(In) > O.

Remark 3.2. The special maps Φ1,Φ2, and Φ3 introduced as above
are all positive linear and unital maps, and so are monotone. By Theo-
rem 4.1.5 (ii), [2], furthermore, we have

(3.6) Φj(A#tB) ≤ Φj(A)#tΦj(B)

for all j = 1, 2, 3, where A,B > O and t ∈ [0, 1].
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We now see how the operation of partial trace acts on the matrix
geometric means.

Theorem 3.3. Let A and B be linear operators on the tensor product
H ⊗ K whose matrix representations are positive semidefinite. For any
t ∈ [0, 1]

(3.7) trK(A#tB) ≤ (trKA)#t(trKB).

Proof. Using the fact that the map trK is the composition of posi-
tive linear maps Φ1,Φ2, and Φ3, and the inequality (3.6) we obtain the
inequality (3.7) for any A,B > O.

If A,B ≥ O we have

trK[(A+ εInm)#t(B + εInm)] ≤ [trK(A+ εInm)]#t[trK(B + εInm)]

= [trKA+mεIn]#t[trKB +mεIn]

for any ε > 0. Since trK is a continuous map, we conclude by taking the
limit as ε→ 0.

Corollary 3.4. Let A and B be linear operators on the tensor
product H ⊗ K whose matrix representations are positive semidefinite.
For any t ∈ [0, 1]

tr(A#tB) ≤ tr[AH#tB
H].

Proof. By taking the trace in the inequality (3.7), it is proved since
the partial trace map is trace-preserving.

4. Entropy and fidelity under partial trace

The state of a quantum system can be represented by a density ma-
trix, a positive semidefinite Hermitian matrix with trace 1. Let D be a
set of all quantum states, or density matrices, of some finite dimension.
In this section we review some types of Tsallis relative entropy and see
the relation with fidelity under partial trace.

For any A,B ∈ P the Tsallis relative operator entropy is defined in
[3, 7] by

(4.1) Tt(A|B) =
A#tB −A

t
,

where t ∈ (0, 1]. It is the difference quotient along the geodesic from A
to B, and the limit

(4.2) lim
t→0

Tt(A|B) = A1/2 log(A−1/2BA−1/2)A1/2
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is the tangent vector to this geodesic at A.
For any ρ, σ ∈ D the quantum Tsallis relative entropy is defined in

[1] by

(4.3) Dt(ρ|σ) :=
1− tr(ρ1−tσt)

t
,

where t ∈ (0, 1]. One can see that it is one-parameter extension of the
quantum relative entropy

(4.4) U(ρ|σ) := tr[ρ(log ρ− log σ)],

in the sense that

lim
t→0

Dt(ρ|σ) = U(ρ|σ).

Lemma 4.1. [4, Lemma 3.3] For any density matrices ρ and σ, and
t ∈ (0, 1]

(4.5) Dt(ρ|σ) ≤ − trTt(ρ|σ).

The equality holds if ρ and σ commute.

The fidelity between quantum states ρ and σ is defined by

(4.6) F (ρ, σ) := tr

√
ρ1/2σρ1/2 = tr |ρ1/2σ1/2|,

where |A| := (AA†)1/2 is a positive part in the polar decomposition of
A. Although it is not a metric on D, the fidelity represents a closeness
of quantum states. Furthermore, it does give rise to a useful metric like
the Bures metric B(ρ, σ) :=

√
2(1− F (ρ, σ)) or Bures angle A(ρ, σ) :=

cos−1 F (ρ, σ).
We discuss the relation between relative entropy and fidelity modify-

ing Theorem 5.6 and Remark 5.7 in [4].

Remark 4.2. Let ρ and σ be invertible density matrices. From the
proof of Theorem 5.6 in [4] we have

F (ρ, σ) ≤ trHt(ρ, σ),

where Ht(ρ, σ) :=
1

2
[ρ#tσ + σ#tρ] is known as the Heinz mean. So

2(1− F (ρ, σ)) ≥ [1− tr(ρ#tσ)] + [1− tr(σ#tρ)]

≥ 1− tr(ρ#tσ) ≥ 1− tr(ρ1−tσt).
(4.7)

The last inequality follows from Lemma 4.1. This implies that

(4.8) tDt(ρ|σ) ≤ −t trTt(ρ|σ) ≤ 2(1− F (ρ, σ)) = B(ρ, σ)2.
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By Proposition 4.6, [4], we obtain

(4.9) B(ρ, σ)2 ≤ D1/2(ρ|σ) ≤ − trT1/2(ρ|σ) ≤ 2B(ρ, σ)2.

The above inequalities work for any density matrices ρ and σ due to
Remark 2.3.

Theorem 4.3. Let ρ and σ be any density matrices on the tensor
product H⊗K of Hilbert spaces. For any t ∈ (0, 1]

(4.10) trK Tt(ρ|σ) ≤ Tt(ρH|σH),

and

(4.11) tDt(ρ
H|σH) ≤ B(ρ, σ)2.

Proof. By Theorem 3.3 we have

trK(ρ#tσ − ρ) = trK(ρ#tσ)− ρH ≤ ρH#tσ
H − ρH.

The equation (4.10) is proved because t > 0. Since the partial trace is
a trace-preserving map, taking the trace in the above inequality implies
that

tr(ρ#tσ)− 1 ≤ tr(ρH#tσ
H)− 1.

By the inequalities (4.7) we obtain

tDt(ρ
H|σH) = 1− tr(ρH#tσ

H) ≤ 1− tr(ρ#tσ) ≤ 2(1− F (ρ, σ)).

Remark 4.4. The property (4.11) can be proved alternatively as
following. From Theorem 9.6 in [6] we have

F (ρ, σ) ≤ F (E(ρ), E(σ))

for any trace-preserving quantum operation E . Taking E = trK we obtain

F (ρ, σ) ≤ F (ρH, σH).

Then by the inequality (4.8)

tDt(ρ
H|σH) ≤ B(ρH, σH)2 ≤ B(ρ, σ)2.

Remark 4.5. The quantum trace distance between quantum states
ρ and σ is defined by

(4.12) D(ρ, σ) :=
1

2
tr |ρ− σ|.

A good way to understand the quantum trace distance is to compute for
the special case of qubit density matrices in the Bloch vector represen-
tation

ρ =
1

2
(I2 + x · −→σ ), σ =

1

2
(I2 + y · −→σ ),
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where x = [x1, x2, x3] and y = [y1, y2, y3] are vectors in R3 with mag-
nitude less than or equal to 1, and −→σ = [σx, σy, σz] is a vector of Pauli
matrices. The quantum trace distance between ρ and σ is

(4.13) D(ρ, σ) =
1

2
‖x− y‖,

that is, one half of the Euclidean distance between Bloch vectors x and
y.

By the equation (9.110) in [6] it has been proved the relation between
the quantum trace distance and fidelity: for any quantum states ρ and
σ

(4.14) 1− F (ρ, σ) ≤ D(ρ, σ) ≤
√

1− F (ρ, σ)2.

Theorem 4.3 implies that

(4.15) tDt(ρ
H|σH) ≤ 2D(ρ, σ) = tr |ρ− σ|.
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